
                        October 7, 2024 

 

We write from Defend Digital Me with reference to the discussion of EU government posi:ons on the 
Hungarian proposal about the CSA Regula:on planned for this Wednesday, October 9th. 

We published a report in 2023 together with Child Rights Interna:onal Network (CRIN), Privacy and 
Protec.on: A children’s rights approach to encryp.on.   ANer a year in research together with leading 1

stakeholders from a wide range of European, U.S. and other global organisa:ons, including many 
working with children for their protec:on and law enforcement, we concluded that such proposals 
breach the long-standing principle of the protec:on of confiden:ality from mass monitoring. Protec:ng 
privacy is key to protec:ng children’s full range of rights, with consequences for children’s democra:c 
par:cipa:on in society, access to informa:on, and ability to seek safety in confiden:al spaces.  

These proposals will not achieve the aims of reducing harm to children from CSAM. Instead the 
proposals harm human rights and fundamental freedoms, democracy and the rule of law. We already 
joined a statement in July 2024  with EDRi and 48 digital rights, human rights and children’s rights/2

protec:on organisa:ons to ask that this proposal is opposed as it stands. From our own decade of 
research of school surveillance technologies, we are deeply concerned that today's mass digital 
monitoring is exposing children’s private messages and consensual content between teenagers, giving 
commercial companies’ staff access and reten8on of “nudes”. 
 

The UN CommiCee on the Rights of the Child, General comment No. 25 (2021) states, “Any digital 
surveillance of children, together with any associated automated processing of personal data, should 
respect the child’s right to privacy and should not be conducted rou8nely, indiscriminately or without 
the child’s knowledge”.  3
 

The European Commission must withdraw the draN CSA Regula:on and instead par:cipants should 
agree on a joint list of necessary revisions. 

1) No indiscriminate scanning: Instead of mass monitoring of messaging and online ac8vity, law 
enforcement should pursue primary preven8on, and order digital searches only of suspects; 

2) Member States must invest in the capacity and resources of na8onal child protec8on support; 
3) Protect secure encryp8on: client-side scanning to infiltrate encryp:on must be ruled out;  
4) Protect anonymity: Remove mandatory age verifica8on by all communica:ons companies and 

services to save the right to communicate anonymously and protect secure par8cipa8on. 

We have three grave areas of concern; fundamental rights and freedoms of individuals and 
communi:es; personal and na:onal security risks at scale; and the na:onal and interna:onal threat to 
democracy that comes from undermining both the principle and substance of prac:ce that these 
proposals introduce in a radical shiN from which there will be no return. 

These proposals will not be`er protect children. In fact it puts them at new risks. Why? Using resources 
to keep looking for volumes of recurring known material does not save children from ongoing abuse, 

 Privacy and Protection: A children’s rights approach to encryption. (2023) Child Rights International Network and defenddigitalme.  1
  https://home.crin.org/readlistenwatch/stories/privacy-and-protection

 On 1 July, EDRi and 47 civil society organisations sent a joint statement to the Hungarian Council Presidency and a number of member state permanent 2
representatives https://edri.org/our-work/joint-statement-on-the-future-of-the-csa-regulation/

 UNCRC GC25 https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation3
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